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Abstract: Massive volumes of network traffic & data are 
generated by common technology including the Internet of 
Things, cloud computing & social networking. Intrusion 
Detection Systems are therefore required to track the network 
which dynamically analyses incoming traffic. The purpose of the 
IDS is to carry out attacks inspection or provide security 
management with desirable help along with intrusion data. To 
date, several approaches to intrusion detection have been 
suggested to anticipate network malicious traffic. The NSL-KDD 
dataset is being applied in the paper to test intrusion detection 
machine learning algorithms. We research the potential viability 
of ELM by evaluating the advantages and disadvantages of ELM. 
In the preceding part on this issue, we noted that ELM does not 
degrade the generalisation potential in the expectation sense by 
selecting the activation function correctly. In this paper, we 
initiate a separate analysis & demonstrate that the randomness of 
ELM often contributes to some negative effects. For this reason, 
we have employed a new technique of machine learning for 
overcoming the problems of ELM by using the Categorical 
Boosting technique (CATBoost). 

Keywords: IDS, Network Security, Intrusion Detection, 
Malicious traffic, Network Traffic Classification. 

I.  INTRODUCTION 

The challenges of network security have also usual 
greater attention with the exponential growth of the Internet. 
A significant concern in the area of network security is the 
study on the detection of an anomaly within a network. 
Network data are analyzed by IDSs and network anomaly is 
detected. In general, IDSs may be separated into 2 classes: 
signature & anomaly systems [1]. IDS based on the 
Signature [2,3] are structure to detect intrusion by the 
development of libraries with anomaly behaviour 
characteristics that matching network data, like 
Snort intrusion detection systems [3]. These IDSs have a 
high detection rate, but new network attacks can be difficult 
to identify. Intrusion detection systems based on 
Anomaly build models based on normal behaviour & 
conduct IDS based on which effects are usually devoted.  
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Such IDSs are very well-detected for unidentified forms 
of an anomaly, but their total detection rate is low & the 
false alarm rate is high. 

Researches have been trying to put on several data 
mining (DM) or machine learning (ML) approaches to IDS 
to increase the detection rate of IDSs & decrease false alarm 
rate (FAR). 

The vast volume of network data as well as the 
unbalanced distribution of normal & anomaly activities, 
therefore, contribute to poor identification & high false 
alarm in most IDS. An efficient IDS is proposed for 
sampling and feature selection by using hybrid data 
optimization. Data sampling is meant to eliminate outliers 
from the data set & to decrease the detrimental effects on the 
intrusion detection of unbalanced data delivery. 

IDS is differentiated primarily in three forms about 
identification, configuration and cost. For tracking and 
recording the incoming and outgoing traffic of networking 
equipment, NIDS are positioned at various positions in the 
network. HIDS works on the network's multiple hosts or 
attached computers. The server or machine is designed and 
the host is then called [4]. The anomaly-based IDS is 
utilized to track & compare network traffic with the 
previously implemented baseline [5].  

Data mining and knowledge discovery have gained 
immense interest in the IT sector. Data mining-based IDS 
may proficiently know user-interest data and can forecast 
effects that could later be used. For further research such as 
predictive analytics, DM is used in IDS as a way of mining 
features that occur on network traffic data [6].  This is a 
form of supervised ML algorithm where classification is 
constructed from data samples or that is applied to forecast 
unknown class, label classes. There, data sets, whose groups 
are already defined, are used for training. Multi-
classification algorithms are developed by integrating two or 
more of them. 

II. LITERATURE REVIEW 

Shen et al. [7] Genetic models, i.e. Multidimensional 
Assessment (MA) & Secondary Features Extraction and 
Sampling (SFES) were suggested. The entire database is 
divided by the MA algorithm into different subsets. By 
assessing each function independently within different 
groups, the efficiency of the proposed methodology is 
improved. At the same time, non-balance, as well as 
uncertainty, is reduced by the SFES model of the 
classification algorithm. Classification techniques are 
usually also supported here. The key emphasis here is to 
optimise the classification equilibrium in all classes and 
provide for these systems improved classification efficiency.  
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Yaseen et al. [8] Multilevel hybrid system dynamically 
by SVM & ELM adoption. They suggested modifications to 
SVM & ELM using K-mean algorithms that would 
minimise the time taken to work with the classifier as well 
as improve the IDS efficiency to maximise the efficiency of 
the current classifier model. They utilized KDDcup99 as 
well as achieved 95.75% accuracy with 1.870 percent of 
FAR. 

Goeschel [9] The method suggested to reduce the false-
positive rates and improves IDS performance is novel by 
placing SVM, DT, or NB together. SVM is initially trained 
to recognise the attack or regular traffic case. In the next 
iteration, the DT uses J48 to process first-phase attack-
related data to categorise the attack. In the last stage, 
NB and the DT were used to identify other unclassified 
attacks.  

Gupta et al. [10] NIDS was developed with the aid of 
data mining methods to protect confidentiality or integrity. 
Two methods, i.e. clustering or linear regression, were 
applied in which data analysis was performed using 2 
methods, that is data transformation or data normalization. 
LR gives 80 percent accuracy, while KM gives 67.5 per cent 
accuracy. 

Varma et al. [11] have shown the need for a set of very 
important functions within the standard IdS preprocessing 
phase among the already basic features. A brief analysis of 
different methods of feature selection is provided in this 
paper by highly focusing on machine learning methods. The 
outcomes obtained by applying soft computational methods, 
like rough set theory & ACO, are higher, as opposed to the 
IDS selection algorithms. 

Li et al. [12] The novel raised variant of KNN- TCM has 
already been suggested, called 'KNearest Neighbor 
Transductive confidence Machines.' They take the KDD 
cup99 data set into consideration for anomaly detection by 
using FS. The chi-square feature ranking system was used to 
assess the most relevant features. According to performance, 
the proposed algorithm applies with all characteristics 
(99.48 percent accuracy & 1.74 percent false positive rate) 
& data set of top 6 relevant characteristics (99.32 percent 
accuracy & 2.810 percent FPR).  

He et al. [13] understand the essence of the issues in the 
learning of imbalanced data. They also analysed efficiency 
under imbalanced learning areas of learning algorithms and 
proposed new methods for solving the problem of 
imbalanced learning. They explored briefly the possibilities 
and obstacles in this area.  

Dhote et al. [14] focused on the analysis of three main 
strategies classified among separate internet traffic 
categories. Both are referred to as port-based techniques, 
both based on payload and statistical methods. In this study, 
which is commonly classified into filters, Wrapper and 
embedded approaches, feature selection algorithms are also 
described. These approaches have their benefits and 
drawbacks along with a quick analysis of the approach for 
FS that is to be applied now.  FS strategies for different 
ML algorithms are studied. This leads to the study of the 
recent work performed in this field.  

Shetty [15] Genetic Algorithm has been described to 
build the latest KDD Cup99 data set Network Log Header. It 
uses 21 of KDD Cup99 Data Set's 41 functions. The use of 
GA to produce new data connected to new attacks have been 
simulated in the new headers. On the recently created 
network data 2 clustering methods, i.e. KM and Kmedoid, 

have been used and the results correlated with accuracy, 
detection rate or FPR.  

Srivastav & Rama Krishna [16] Layered framework 
for the neural method is demonstrated to create an effective 
frame for interruption recognition. Systems are contrasted 
with current interruption recognition methods, which either 
use neural networks or take into account the complex 
architecture. They examined KDD cup99, and the result 
indicates that the suggested system has a high ID rate as 
well as a low false alert rate. 

III. RESEARCH METHODOLOGY 

PROBLEM STATEMENT: One of the key challenges 
in the intrusion detection method consists of creating helpful 
behaviour trends or statistics to analyses typical conducts 
from unusual behaviour by alert collected network dataset. 
To overcome this problem, previous IDSs normally measure 
the data set based on the DBN algorithm from security 
experts or formulate intrusion detection method. After all 
the data volume, the rise varies quickly. DBN is now an 
annoying and repetitive task in evaluating and extracting 
attack signatures or detection rules out of complex data & 
large network data volumes. 

PROPOSED METHODOLOGY: In this paper, the 
author proposes a network IDS based on Category Boost 
(CATBoost) classifier. The main advantage of CATBoost is 
that normalization is not needed as is done with SVM, etc. 
Trees also do well, if the data is what I call “lumpy”, i.e. 

non-monotonic. Previously, Extreme Learning Machine was 
employed on the same dataset i. e, NSLKDD but some 
disadvantages were found in this technique like One is that 
ELM's randomness creates more uncertainty both in 
approximation as well as learning. The other is that ELM 
has also an inadequate activation function for a general 
degradation phenomenon. Therefore, CATBoost was taken 
into consideration because of the regularization function. 

CATBoost is the CATBoost classifier to predict 
categorical features. CATboost is a design for gradient 
boosts that some decision trees as fundamental predictors. 
Assume we are observing a Data sample D = 
         j=1,...,m,  in which    =   

 ,   
 , …  

 is an N-function 
variable, of solution feature   ∈ R, which may be binary 
(i.e. yes or no) or encoded as a mathematical feature (0 or 
1). The samples (  ,   ) are distributed separately by 
unspecified distribution p according to p(. , .). The purpose 
of the study task is to train an H: Rn → R function that 

reduces the expected loss (1). 
 

L(H) := EL(y, H(X))             (1) 
 

In which the smooth loss feature is L(., .) or (X,y) the 
evaluation data obtained from training data D is. 

The process to gradient boosting concepts iteratively a 
categorization of approximations Ht : Rm → R, t = 0, 1, . . . 

in a greedy fashion. From preceding approximation Ht−1 , Ht 
is gotten in an additive procedure, such that Ht = Ht−1 + αg

t ,  
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with a stage size α & function gt : Rn → R, that is base 
predictor, is selected from a set of functions G to decrease or 
min expected loss defined in (2) 
 
gt =         ∈ L(Ht−1+g) =         ∈ EL(y, Ht−1(X) + 
g(X))..(2) 

 
Fig 1 is a schematic diagram of CATBoost showing the 
significant steps in the implementation of this research. 
 

 
Figure 1: Data Flow diagram of CATBoost 

IV. SIMULATION RESULTS 

The experiments are carried out on the laptop with the 
software python-3. The NSL-KDD dataset was included in 
this test for the use of training and testing.  
 

 
Figure 2: Result visualization of ELM 

 
After the dataset is loaded and each value is assigned a 

tag, then the data set is divided into two sets, one as the 
training data & the other as test data. For training purposes, 
40 percent of the KDD data set is being used & the 
remaining 60% is for testing. The algorithm is trained by 
using a training data set for learning purposes after the 
division of the KDD data model. 
 

 

Figure 3: Result visualization of CATBoost algorithm 

Table 1: Performance Comparison results between 
exiting ELM & Propose CATBoost 

Method Accuracy Precision Recall 

ELM 94.86% 74.42% 66.50% 

CATBoost 99.92% 79.42% 80.00% 

 

Figure 4: Graphs showing the comparison of ELM and 
CATBoost algorithms 

 
Compared of both models based on total time as seen in 

Figure 5, following computational steps of the existing ELM 
model as well as the proposed CATBoost model. 

 

Figure 5 is the comparison chart of the total time taken 
by both the techniques 
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V. CONCLUSION 

The IDS is developed to provide basic detection 
strategies to protect the systems in networks connected with 
the Internet directly or indirectly. Owing to the rise in the 
volume of sensitive data stored as well as analyzed on the 
networking systems, demand for IDS & some other security 
systems has increased enormously over the last decade. IDS 
aim mainly to overcome safety by detecting intrusion 
activities that endanger or compromise the system's security, 
availability, or integrity. To minimize the effect of 
interference, studies suggest numerous options. In this work 
we proposed CATBoost algorithm to classify the NIDS. If 
we equate this model with other parameters, e.g. accuracy, 
precision, or recall, it can be said that CATBoost Algorithms 
outstanding than ELM. A high-quality IoT IDS data set is so 
very important for evaluating as well as validating proposed 
NIDS. As IoT safety measures are not yet fully established, 
there is huge scope for future studies, especially in the field 
of anomaly & intrusion detection with ML & DL methods. 
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