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Abstract: Arbitrary precision arithmetic, also known as
bignum arithmetic, is a computational technique that allows
programmers to perform arithmetic operations on numbers with
significantly higher precision and magnitude than what is typically
supported by the built-in numerical data types in programming
languages. This technique is especially useful when working with
extremely large or extremely precise numbers, such as in
cryptography or scientific computations. Arbitrary precision
arithmetic has many applications in the areas of Cryptography,
Numerical Computation, Statistical Analysis, and High Precision
measurements. For example, the calculation of the modulus in the
RSA algorithm involves numbers with 1024-bit numbers and
higher. An arithmetic calculation involving Multiplication and
exponentiation of such numbers using Modulo arithmetic cannot
be easily carried out in the existing programming Languages
unless special software is provided. We can calculate the
mathematical constant Pi to many thousand decimal places using
the support provided in Programming Languages. Many
programming languages provide built-in support for libraries for
arbitrary precision arithmetic. We discuss the support provided in
C/C++, Java and Python Languages with examples. Besides
Programming Languages, Toolkits like Matlab and Sagemath also
are used for scientific computation and special software support
provided in these toolkits can enable arbitrary precision
arithmetic.  Most Programming Languages have support for
floating-point arithmetic. We also discuss how arbitrary precision
floating point arithmetic. can be supported in C/C++, Java, and
Python. In addition, we discuss support for arbitrary precision
integer arithmetic in Ruby, Javascript and Matlab and support for
arbitrary precision floating point arithmetic in the Perl Language.
Finally, we provide an example of computing the constant Pi to
many decimal places using the sagemath tool.
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Precision Arithmetic, Floating-Point Arithmetic, Programming
Languages, Programming Language Libraries, Pi Calculation

I. INTRODUCTION

Arbitrary precision arithmetic, also known as bignum

arithmetic, refers to performing calculations with numbers of
arbitrary precision, rather than relying on fixed-size numeric
types. This approach allows handling extremely large or very
small numbers that may exceed the limits of standard numeric

types.
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There are numerous applications for arbitrary precision
arithmetic  in  scientific =~ computations,  including
cryptography, numerical analysis, symbolic computation,
mathematical research, financial modeling, statistical
analysis, plasma physics, astrophysics, and high-precision
measurements. Arbitrary precision arithmetic plays a vital
role in scientific computations, enabling accurate and reliable
calculations with numbers of arbitrary precision.

1. Cryptography: Asymmetric encryption algorithms such as
RSA rely heavily on large prime numbers. Arbitrary precision
arithmetic enables the generation and manipulation of
massive integers used in cryptographic key generation,
encryption, and decryption.

2. Numerical analysis: In scientific simulations and
mathematical models, computations often involve high-
precision calculations [1]. Arbitrary precision arithmetic
allows accurate and reliable analysis of numerical algorithms,
minimizes rounding errors, and ensures precise results.

3. Symbolic computation: Arbitrary precision arithmetic is
fundamental in symbolic computation systems like computer
algebra systems (CAS). These systems manipulate
expressions symbolically rather than numerically, requiring
exact arithmetic for simplification, factorization, equation
solving, and differentiation.

4. Mathematical research: Researchers deal with complex
calculations involving large numbers, factorization, number
theory, and algebraic operations. Arbitrary precision
arithmetic enables precise calculations and helps uncover
patterns, relationships, and properties in mathematical
structures.

5. Financial modeling: Financial calculations frequently
involve precise decimal calculations, with precision
requirements beyond the capabilities of fixed-size numeric
types. Arbitrary precision arithmetic allows accurate
computations in areas such as interest rate calculations,
financial derivatives pricing, risk management, and
simulation-based forecasting.

6. Statistical analysis: Statistical computations often require
high precision when working with very small probabilities or
extreme  values[2][6][7][8]. Computing logarithms,
exponentials, and other statistical functions with arbitrary
precision ensures accurate analysis and avoids the potential
loss of significant digits.

7. Plasma physics and astrophysics: Research in plasma
physics and astrophysics involves complex calculations of
celestial bodies, event horizon calculations, particle
simulations, and gravitational interactions. Arbitrary
precision arithmetic is essential for obtaining accurate results
and understanding these intricate phenomena.
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8. High-precision measurements: Precision measurements in
various scientific fields, including physics, engineering, and
chemistry, require precise calculations and accurate
representation of measurement uncertainties. Arbitrary
precision arithmetic allows reliable propagation of
uncertainties and calculation of uncertainty budgets[3].
Programming Languages like C/C++, Java and Python do not
directly support arbitrary precision except by using special
libraries. This article reviews the software support provided
by special Libraries in Programming Languages.

Many programming languages provide support for arbitrary
precision arithmetic. Some of the programming languages
that provide software support for bignum arithmetic are:

A. Python:

Python, a widely used and beginner-friendly language, offers
a native library called ‘decimal’ for arbitrary precision
arithmetic. This library allows programmers to work with
decimal numbers with customizable precision and rounding
modes. Additionally, Python's ‘math’ module provides
several functions for performing mathematical operations
with arbitrary precision.

B. Java:

Java provides the 'Biglnteger’ and 'BigDecimal classes in
its standard library, which support arbitrary precision
arithmetic for integers and decimals, respectively. These
classes offer methods for performing arithmetic operations,
comparisons, and conversions on numbers with high
precision.

C. C/C++:

Though C and C++ do not have built-in support for arbitrary
precision arithmetic, several well-known libraries are
available to handle this. One popular library is GNU MP
(GMP), which provides a wide range of functions for
performing bignum arithmetic, including efficient algorithms
for common operations like addition, subtraction,
multiplication, and division.

D. Ruby:

Ruby includes the ‘BigDecimal’ class in its standard library
to handle arbitrary precision decimal arithmetic. This class
allows programmers to perform calculations with high
precision and control over rounding behavior. Ruby also
supports the ‘bigdecimal’ gem, which provides additional
features and flexibility.

E. JavaScript:

JavaScript, primarily used for web development, doesn't have
built-in support for arbitrary precision arithmetic. However,
there are various third-party libraries available, such as
‘bignumber.js’ and ‘decimaljs’, that provide support for
performing bignum operations in JavaScript.

F. MATLAB:

MATLAB, widely used in scientific and engineering
applications, offers the Symbolic Math Toolbox, which
provides the "vpa' (Variable-precision arithmetic) function.
This function allows users to perform computations with
arbitrary precision numbers, including floating-point and
symbolic calculations.
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These are just a few examples of popular programming
languages and their support for arbitrary precision arithmetic.
Other languages, such as Perl, Haskell, and many more, also
provide libraries or built-in features for bignum arithmetic.
When working with large or precise numbers, knowing and
utilizing these capabilities can significantly enhance the
accuracy and efficiency of your code.

II. ARBITRARY PRECISION ARITHMETIC

Arbitrary precision arithmetic, also known as bignum
arithmetic, is a programming technique that enables the
manipulation and computation of numbers with an arbitrary
number of digits or precision. In contrast to fixed-size
numeric types, like integers or floating-point numbers, which
have a limited range and precision, arbitrary precision
arithmetic allows for computations involving extremely large
or small numbers without loss of accuracy. In traditional
programming languages, such as C or Java, fixed-size
numeric types have limitations on the number of bits
allocated for representing numbers. For example, a 32-bit
integer can represent values from -2,147,483,648 to
2,147,483,647, while a double-precision floating-point
number has a limited number of significant digits. When
calculations involve numbers that exceed these limits, the
result may overflow, leading to incorrect or unpredictable
results. Arbitrary precision arithmetic libraries or data
types address these limitations by dynamically allocating
memory to accommodate numbers with any number of digits.
These libraries typically provide functions or methods for
performing arithmetic operations like addition, subtraction,
multiplication, and division, as well as comparison and
conversion functions.

The precision of arbitrary precision arithmetic is limited
only by the amount of available memory in the computer
system. Therefore, computations involving extremely large
numbers or numbers with many decimal places can be
accurately performed. However, it's important to note that
arbitrary precision arithmetic operations can be slower
compared to fixed-size types due to the extra overhead
involved in dynamically allocating and manipulating
memory. Arbitrary precision arithmetic is particularly
useful in various domains, including cryptography, financial
calculations, and scientific simulations, where high precision
and accuracy are required. It enables programmers to handle
numbers of arbitrary size and precision, ensuring accurate
results even in complex calculations. In this section, we
describe the arbitrary precision support in programming
languages.

A. Software Support in Python for Arbitrary
Precision Arithmetic.

Arbitrary precision arithmetic in Python is often
implemented using libraries like "gmpy2," "mpmath," or
"decimal." These libraries allow you to perform arithmetic
operations with numbers of arbitrary precision, which means
you can work with very large or very small numbers without
losing precision.
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Here's an overview of how to use these libraries: Gmpy2  which can be done using the pip. Command. Figurel
is a Python interface to the GMP (GNU Multiple Precision)  provides an example of using gmpy2 to perform arbitrary
library, which is a high-performance arbitrary precision precision arithmetic:

arithmetic library. You need to install the gmpy2 library,

import gmpy?2

a = gmpy2.mpz(1234567890123456789012345678901234567890)
b = gmpy2.mpz(9876543210987654321098765432109876543210)
result = gmpy?2.add(a, b)

print(result)

Figure 1. Python Program using Gmpy2 to Perform Arbitrary Precision Arithmetic

Mpmath is a Python library for arbitrary-precision floating-point arithmetic which can be installed using the pip command
Figure 2. Provides an example of using mpmath to perform arbitrary precision arithmetic.

from mpmath import mp

mp.dps = 50 # Set the number of decimal places
a=mp.mpf("1234567890123456789012345678901234567890")
b = mp.mpf("9876543210987654321098765432109876543210")
result=a+b

print(result)

Figure 2. Python Program using Mpmath to Perform Arbitrary Precision Arithmetic

The decimal module is part of Python's standard library, and it provides arbitrary precision decimal arithmetic. It can be
used without installing any additional libraries: Figure 3. provides an example of how to use the Decimal for arbitrary precision
arithmetic.

from decimal import Decimal

a = Decimal("1234567890123456789012345678901234567890")
b = Decimal("9876543210987654321098765432109876543210")
result=a+Db

print(result)

Figure 3. Python Program using Decimal to Perform Arbitrary Precision Arithmetic

Each of these libraries has its unique features and use cases. The choice of which one to use depends on the specific
requirements and preferences.

B. Software support in Java for Arbitrary Precision Arithmetic.

In Java, if you need to perform arbitrary precision arithmetic, you can use libraries that provide support for working with
arbitrary precision integers and floating-point numbers. Biglnteger and BigDecimal (Java Standard Library): Java's standard
library provides the Biglnteger and BigDecimal classes for arbitrary precision integer and floating-point arithmetic,
respectively. You can perform arithmetic operations using these classes without the need for external libraries. Figure 4
provides an example using Biglnteger to perform arbitrary precision arithmetic. Figure 5 provides an example using
BigDecimal to perform arbitrary precision arithmetic

import java.math.BigDecimal,
BigDecimal a = new BigDecimal("0.1");
BigDecimal b = new BigDecimal("0.2");
BigDecimal result = a.add(b);
System.out.println(result);

Figure 4. Java Program using Biginteger to Perform Arbitrary Precision Arithmetic
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import java.math.BigInteger;

Biglnteger a = new Biglnteger("123456789012345678901234567890");
Biglnteger b = new Biglnteger("987654321098765432109876543210");
Biglnteger result = a.add(b);

System.out.println(result);

Figure 5. Java Program using Bigdecimal to Perform Arbitrary Precision Arithmetic
C. Software support in C/C++ for Arbitrary Precision Arithmetic.

In the C programming language, performing arbitrary precision arithmetic often requires the use of external libraries, as
C's built-in data types have fixed sizes and cannot handle arbitrarily large numbers. There are several libraries available for
arbitrary precision arithmetic in C, and one of the most popular and widely used libraries is the GNU Multiple Precision
Arithmetic Library (GMP). The following steps are required to use the GMP library:

1. Install GMP: For example on a Linux system, you can use the following command

sudo apt-get install libgmp-dev
2. Include the GMP header.
#include<gmp.h>
3. When you compile the C program, you need to link it with the gmp library.
gcc my program.c -0 my_program -lgmp
Remember that GMP offers a wide range of functions for arithmetic operations, comparisons, conversions, and more. You
can refer to the GMP documentation for more information on using the library: https://gmplib.org/manual/. The GMP library
can also used in the C Besides GMP, there are other libraries like MPFR (Multiple Precision Floating-Point Reliable) for
arbitrary-precision floating-point arithmetic and FLINT (Fast Library for Number Theory) for number theory operations in C.
The choice of library depends on your specific needs and preferences. Figure 6 provides an example of a C program that uses
the GMP library.

#include <stdio.h>
#include <gmp.h>
int main() {
mpz ta,b, result;
mpz_init(a);
mpz_init(b);
mpz_init(result);
mpz_set_str(a, "1234567890123456789012345678901234567890", 10);
mpz_set_str(b, "9876543210987654321098765432109876543210", 10);
mpz_add(result, a, b);
gmp_printf("Result: %Zd\n", result);
mpz_clear(a);
mpz_clear(b);
mpz_clear(result);
return O;

Figure 6. C Program using GMP Program to Perform Arbitrary Precision Arithmetic

III. ARBITRARY PRECISION FLOATING POINT ARITHMETIC

Arbitrary precision floating-point arithmetic, also known as arbitrary precision arithmetic or arbitrary-precision numbers,
is a way of performing mathematical operations with numbers of extremely high precision. This is particularly useful in
scientific and engineering applications where standard floating-point types, such as float or double, do not provide enough
precision. Here are some programming languages and libraries that provide support for arbitrary precision floating-point
arithmetic:

1. Python: Python's decimal module is a standard library module that provides arbitrary precision decimal arithmetic. You
can use the Decimal class to perform calculations with a high degree of precision. Figure 7 provides an example of how
arbitrary precision floating point arithmetic can be used in Python.
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from decimal import Decimal, getcontext

getcontext().prec = 50 # Set the precision to 50 decimal places
x = Decimal('0.1")

y = Decimal('0.2")

result=x +y

Figure 7. An Example Program in Python Showing Arbitrary Precision Floating Point Arithmetic

2. Java: The Java platform provides the BigDecimal class in its standard library. It allows you to perform arbitrary precision
decimal arithmetic. Figure 5 provides an example of using BigDecimal for Floating Point arithmetic

3. C/C++:The GNU Multiple Precision Arithmetic Library (GMP) is a popular library for performing arbitrary precision
arithmetic, including arbitrary-precision floating-point arithmetic. It provides data types like mpf t for arbitrary precision
floating-point numbers.

4. R:Risaprogramming language and environment designed for statistical computing and graphics. It has a package called
"emp" that provides support for arbitrary precision arithmetic, including arbitrary precision floating-point numbers.

5. Perl: Perl has the bignum module that allows you to perform arbitrary precision arithmetic. Figure 8. shows an example
of using the bignum module in Perl.

use bignum,;
my $x=0.1;
my $y =0.2;

my $result = $x + Sy;

Figure 8. An Example in Perl for Arbitrary Precision Floating Point Arithmetic

IV. AN EXAMPLE OF ARBITRARY FLOATING-POINT ARITHMETIC

SageMath[1] is a powerful open-source mathematics software system that can perform arbitrary precision arithmetic
using its built-in support for symbolic computation and numerical computations. Figure 9 shows an example of performing
arbitrary precision arithmetic in SageMath:

# Create arbitrary precision real numbers

a = RealNumber('1.234567890123456789', precision=100)
b = RealNumber('2.345678901234567890', precision=100)
# Perform arithmetic operations with arbitrary precision
sum ab=a+b

product ab=a*b

# Display the results

print("Sum: ", sum_ab)

print("Product: ", product ab)

Figure 9. An Example Program for Sagemath for Arbitrary Precision Floating Point Arithmetic

You can adjust the precision by changing the precision argument when creating the Real Number objects. Sage Math [4] can
handle a wide range of mathematical operations using arbitrary precision arithmetic, making it a useful tool for high-precision
calculations. In this example, we'll calculate the value of & (pi) to a large number of decimal places. SageMath is well-suited
for arbitrary precision arithmetic, and it can calculate 7 to a high degree of accuracy.[5]:

from mpmath import mp

# Set the desired precision (number of decimal places)

mp.dps = 1000 # You can increase this number for even more precision
# Calculate pi

pi =mp.pi

# Print the calculated value of pi

print(pi)

Figure 10. A Program to Calculate pi to 1000 Decimal Places in Sagemath
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V. RESULTS AND DISCUSSION

The above C/C++, Java and Python programs could be run using any compiler. The results are not provided here for
consideration of brevity. However the output from the program to calculate Pi is shown in Figure 11.

VI. CONCLUSION

Many Scientific applications require integers and real numbers of arbitrary precision. This paper investigated the software
support provided in the form of libraries in many Programming Languages and in mathematical tools like Matlab and

Sagemath.

509216420195

3.141592653585793238462643383279502884197169399375105820974944592307816406286
2085986280348253421170679821480865132823066470938446095505822317253594081284
8111745028410270193852110555564462294855493038196442881097566593344612847564
8233786783165271201909145648566923460348610454326648213393607260249141273724
5870066063155881748815209209628292540917153643678925903600113305305488204665
2138414695154151160943305727036575959195309218611738193261179310511854807446
237996274956735188575272485912279381830119491259833673362440656643086021394946
3952247371907021798609437027705392171762931767523846748184676694051320005681
27145263560827785771342757785960917363717872146844090122495343014654958537105
0792279689258923542019956112129021960864034418155813629774771309960518707211
3499999983729780499510557317328160963185950244594553469083026425223082533446
8503526193118817101000313783875288658753320838142061717766914730359825349042
8755468731159562863882353787593751957781857780532171226806613001927876611195

Figure 11. The Value of Pi is Generated to 1000 Decimal Places from Sagemath
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